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THOUGHTS ON MULTI-NCT EXPERINENT CCONTROL AND
DATA COLLECTION FACILITIES

I. INTROOUCTION

This PSPUN was uritten to inform the group members
about the current state of our thinking szbout measurenent and
control in the SINP Il and PRNET environments. HMost of the
issues presented here were identified at the small group neeting
at BON on January 28-21, 1977. Most of the opinions are mine and
are not binding on anyone.

Before the end of the year we hope to have three
networks which will be available for internetting experinents:
the ARFPAMNET: the Packet Radioc Net (FRNET): and the SATNET. It is
very desirable that an experimenter be able to run an  experinent
which wutilizes the control and data collection tonls for all
three networks sinultaneously from one control program  and  to
have all the measurenent data be collected at one site.

Currently we believe that a TENEX site on the ARPANET
is the most convenicnt system from which to effect control of the
experiments and the UCLA ITBM 368 is the most convenient
measurement data collection site for multi-net experinents. In
the case of measurement experiments on the SATHET alone, any of
the experimenters’ hosts may serve as ths measurement control and
data collection sitels). The following discussion uill first
treat the requirements of the multi-net experiments.

IT. MULTI-NET EXPERIMENT CONTROL

In all of the networks, experiment control will be
exercised by sending parameter change messages of some form to
the INMPs, S1HPs, and Station/Hepeaters. In the ARPANET they are
traditional parameter change messages uith ANPANET leaders. In
the SATHET thoy are traditional parameter change messages with
interneot headers, A traditional parameier change message
contains paramcter number and parameter walue pairs as data. The
parameter number is used as an index into the local paraneter
table for storing the new parameter value. For the PRNET we
assume they will be special messages with internet headers.

Setting up and sending the parameter choange messagos is
not difficult but is a tedious chore. 1t is very advantageous to
have a program sct up the messages for thz experinenter by asking
guestions about the format of the experirznt and then scnding the
appropriate parameter change messages to the subset(s) of the
netuork{s) involved in the experinent. The format of  the
experiment may also be stored in a file for later minor
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modification and then be used as the source of the parameter
change messages for a similar experiment.  He have found that it
is important ihat the control program ron interaclively as
opposed  to rumning  in bateh mode. 1t does not have te Fun with
tight real time constraints but faster response to, sy, a
regquest  to kill an experiment than five to  ten minutes is
required. For these reasons ue believe a progeam . or set of
programs uhich runs on a TEMEX suystem is desirable.

FLOA MULTI-NET EXPERIMENT CONTROL EXAMPLE

In figure 1 (at the end of this notel a tupical three
netuork experiment is shouwn. The solid arrous indicate flon of
control information from the TEMEX to each of the threec netuorks.
The ARPANET parameter change messages are addresscd to the
parameter change fake host in the IMPs and are acknouledged via
RN s.

The SATNET parameter change messages may he addressed
to the fake host in the 51MPs or to a particular SATHNET gateuay.
In the former case, the address of the fake host in the SIMP
resides in the internet header in the packet anmd on top of that
header  is  the ARPANET leader uhich eontains the ARPANET acdress
of the gateway into the SATNET that is to be wused. The first
acknouledgment for the message is the HINI sent back by the
gatevay’s AHPANET NP, In addition the destination SIHP
acknouledges bu sending back to  the TEWEX all or part of the
contents of its paraneter table in an internct packet.

In the GSATNET gateuway case, the parameter change
messages Wwill be addressed to a measurenent process in the
gateway. That acddress resides in the internat header in the
packet and, again, on top of that header is the ARPCANET leacder
which contains the ARPANET address of the SATNET gateuay. The
first acknoulcdgment for the message is the RFNIT sent back by the
gatevnay's ARFANET NP, The measurement process in the gateuay
then sends a special control message (uhose contents could be the
parameter change message itselfl to its SINP which broadeoasts it
to all the other 5IMPs. A special parameter change message uhich
requests  that a SIHP  send the contents of its parameter tahle
back to the TEMEX program is required to verify that all  the
parameter change nessages arrive correctly.

The FPHNET parameter change messages will be addressed
to the measuremont control "fake host"(?) in the gatevau/station
those address  will reside in the internet hedader.  The
gatevay/station’s address uwill reside in the ARPANET  leader of
the message.

For 1ihe PRANET the content of the special parameter
change messages will be measurement control text lines which the
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FHNET station softuvare will translate inte FRNET parancter chanoe
messages  that will  then be sent to the Phlls and T]Un wsing the
S protocol. The first acknouwledgment will be  an ARPANET K NH
fraom the " connected to the gatewaufstation back to the TENEX.
The final acknouledgment probably should be a message containing
the gatewau/station’s PHRNET parameter tahle that is sent in
response to a special request or "go'  message from the  TENEX
control program,

An  experiment commences when a ‘go' parameter change
message is sent from the TENEX control program to each network
site involved in the experiment. This messane trigoers the
message generators and the statistics fake hosts. The oo’ signal
is also sent to he collection sitels). The experiment is  stopped
after a preset interval by a "slop’ message sent from the control
program to cach site to turn off the generators and statistics
fake hosts. The collection site programns are turned off by a

similar 'stop’ nessage.
I1T. MULTI-NET EXFPERIMNENT DATA COLLECTION

Hhereas  experinent control  is prettyu much the same
regardless of hou many netuorks are  involved, measurement cdata
messages are of three diverse forms and come at different data
rates.

IHT.A ARPPANCT MEASURENHENT DATA

We are wvery familiar with the ARPANET  meoasurement
statistics messages and know that they can be handled bu the
current collection softuare on the CCN B 3680. In figure 1 the
flonw of the measurement packets is shoun by the dashed arrous
through the UCLA IHF into the IBM 368, HNo end to end protocol is
used {no NCP in the [MPs).

[T1.8B SATNET NMEASURENENT DATA

e don"t yet know the exact form of  the SATHET
slatistics messages in SIMP 111, but we believe they are similar
to the current SATHNET Cummstats in size and 1he necessary data
rates to get them to the collection site. They are raun internet
packets and theore are probably six to eight of them per Commstat.
They are generated by the statistics fake host in the SIHT and
may be scent out in a group or one at a tine. That is, a bit may
be set in the header of each packet to reguest that the SINMP
notifu the fake host when the packst has been delivered to
another host in the SATHNET (the gatewau in this case) if ordering
of tho packels is desired by the experimznter. The npotification
may be either explicit by an "ACK' SIHP-host control message
(uhich is trigogered by the SATNET channel ack) or implicit . by
accepting the next packet from the fake host after several tries.
Mo end to end protocol is used.
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In figure 1 the flow of the packets iz shoun from the
SATNET throungh the gateway into the ARPANET.  They then oo across
the AHPANET to the UCLA  TDM 3GB. HNote that the packets are
delivered Lo the UCLA IBM 368 in order of enlry inlo the AHPPANET
if they are reoular messages.  So, ordering of  the measurement
packets may be preserved across both netuorks §0f desieod,

I[11.C PRNET HEASUREMENT DATA

Measurement messages, both Cummstats, or their analogs,
and pickup packets travel from the PHls and TllUs to lhe
aatenay/station. There, they are put on disk AN are sent
through the gateway inte the ARPANET to the UCLA 10N 3G0. The
packets may be spooled onto disk and then sont out over  the
ARFANET  or moy be put on disk and sent out over ihe ARPANET
inmediately. In either case Stan Lieberson at UCLA wants all  the
data stored on disk at the gatewau/station regardless of their
olher destination in order to achieve relialbile collection in case
the link to the collection site or the collection host goes cdoun.
In figure 1 we shou the measurement data flow again by the dashed
arrous from the PRNET  through the gatcusu/station into  the
ARPANET and thence to UCLA.

One  issue is what if any end to end protocol should be
used in transferring the data from the patevay/station to  LCLA.
The three aliernatives are:

1. Use TCP B. This has to exist in the oatevay/station  and
the collection host.

Z. Use nothing except the AHPA Subnet limitations on host pair
banduidih  for AHPANET type B messages and rely on the
ARPAMET to deliver the packets in order. A naximum of 24KD
may be "in the pipe” if full eight packet messages are uscd
and EKDB if single packet messages are used. We should be
able to achieve one second round trip times so dala rates
of Z4KBPS and SKBPS resul t.

L

Don*t scnd the packets over the ARPANET  wohile the
experiment  is in progress but uait until later and usze the
ELF system FIF or TCPB with the FPOFLL as an ordinary
ARPANCT host to send the data file to UCLA.

1 prefer  the sccond alternative of using no explicitly Timiling
protocal. Our exporience has been that there are no difficullies
in receiving the measurement data packets at a collection site
curing AHPANET and SATNET  experiments. FProbably only a much
higher data rate requirement by the PRNET meoasurements could
cause problems, 11 that is true then 1 favor Lhe third
alternative wilh perhaps the modification of using 1CI" B instead
of FIP for transferring the data.
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HIT.OCOLLECTION PROGRANS AT UCLA

The measurement data collection programs non  have  to
accept  and kecp separate data packets from throe netuorks, so
three files are filled simultaneously. Separate packets of  Lhe
multi-packet measurement messages are "reassembled” before being
writlen out to a disk file by ordering trhe packels (if necensary)
and stripping the internet headers from the second  through  n-th
packets, The usual current timestamping of each message's arpival
at thc collection site is continued. All additional processing is
delayed until the reduction programs are run after the experiment
has been completed.

Dy looking at figure 1 again it is obvious that some
signals have to be received by the collection programs to slart
and terminate data collection. The 'go' signal is a state record
sent for ench network from the TEMEXK control program which is  to
be written at the head of the measurement data (ile for each
netuork. Any measurement data packets received before the ’'go’
message arrives are discarded. The 'stop' message mau be either a
special packet for each netuwork from the TEMNEX control program or
a ‘trailer’ netuork state record uhich is appended to the end of
each file.

IV. SATNET EXFERITENTS IN SINP 111 ENVIRONHENT

The principles set forth above apply to the SATNET
experiments with few nodifications. They are tupically =single
netuwork experiments and the second network (the ARPANET) is only
used for transporting measurement control messages to the SATNET
and measurenent data messages to UCLA or another collection site
for reduction and analysis. A major issue not addressed above is
the degree to which measurenent data is seqgregaled  from  other
artificial traffic and kept out of the satellite channel during
the experiment.

There are some obvious possibilities for handling the
measurenent cdata:

1. Send all the measurement data intermixed with other data  on
the channel to one gateway (ETAM or COMSAT) for transmission
to the data collection site (UCLA or COMSAT). Mote that all
the data can be channeled to any gatewauy {c.o. MORE or  LUCL
alsol.

2. Send all the measurement data "out of band" on the salellite
channel (similar to the way routing packets are sent in SIHP
I} to one gateway as in 1.

Send measurement data over the ARPALET. Since each SIHP has
a gatedwsy host attached to it, each SIHP may route all its

al
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measurement data to its gateway for transmission o the
collection site. Currently it is planned that  all the
galenays except the COMSAT gateway are to be connecled  to
the ANMPANT T so measurement data may go to the collection
site uithout reentering the SATNET except for CUNIGAT.

One way to include the CONSAT SINN s measurement
tdata is Lo have the COHMSAT host temporarily store the data
until the ‘stop’ message is received from the control
program  which signals that the artificial traffic phase of
the experiment is over. It then sends the measurement data
to the primary collection site (UCLA, say). Reception of the
'stop' record at the end of the file lreferred to in section
I11.0)  signals the primary collection site that the
experiment is over.

Une open guestion is whether or not to use aned end
to end protecol for this data transfer such a=z 1TU0P B, 1
favor MNOT using any end to end protocol.

If the primary collection site is the CINSAT host,
arnother collection host such as UCLA can collect  the
moasurement data from the other three SATHNET  SlHPs  &nd
reflect them to CONSAT in the last phase of the experiment.

Le should cdecide soon uwhich alternative should be uscd for
collecting neasurement data.



