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1. Introduction

With the transition of SATNET to a =zrvice “ulm znd the impending
demize of our direct connection to the IET, University College is
fac=d with the problem of how to provide to thes ARPL Vux for the
many UK users who have come Lo rely cn iz, There are tWo aspects to
thisz problem. Users who connect through —ur site in London must ke

given terminal access to both ARPANET ari I2SS (and :tossibtly the future
public PSS, currently due in mid 1379.. Jther UY users accessing
ARPENET  thrceugh EPSS and ARPAIET users =2i=3sing EF:3 hests (inecluding
the UCL service to Culham, RSRE ete) st t= given adsjuate support at
the transport and terminal level to mske thiz possibls,

Qur solution to this must be based -n czur assessment of the current
state of techniques for implementing trznsn=t ssrvices. The most
significant development in this area hasz I==n the dsvelopment of a
number of network-independent protocols. Froviding metwork-independent

n

process-to-process tGransport service nzs had the most gbtanticn
initially. The TCP is the result whicr iz most familiar to members of
the ARPANET comnity. Another nstwork-Indsiendent <transport protocol
is the INWG 96 proposal. There has besn 2 lot of discussion in Europe
on protocols for higher level services whizh are nstwork-independent
(beyond the description of basic transport facilities required) and
there are several proposals around for virtuzl terminzl protocols, none
of which has yet met with general acceptznce, Recently the UK Higher
Level Protocol Group has published a prc“ﬂ*,; or a network-independent
file transfer protocol, available as ZNW: Protocol lote 86, which has
gained fairly wide approval in the UK and iz now being pub1lclsud in
various internaticnal groups. This "zrotzcol is z development of the
file transfer probtocol used on EPSS, and is feing

sites on that network, hence in this decument it
the EPSS FTP.

implemented on many
will be referred to as

Ideally, then, we would like 1o implerent  our future
ARPANET/SATNET/EPSS comnection within this contexz, and assume that
connecting lines and machines and providing software Lo support these
network independent protocels is a suffieclznt soluticn to the problem,
In practise, of course, such an attitude is utopian, It assumes that
everyone who wants internet servicss will adopt network-independent
protccols to do it, and they will be perfectly rappy te do this
themselves, There are some very good ar::bical rezsons why this will
not happen. Firstly, it means putting =z =eat deal of effort into
developing a new solution to a problexz which nas zlready been solved.
ARPANET users have for many years been using the ARPANET file transfer
protocol quite happily, and they are not going to implsment a completely
different and incompatible one just to enabls European users to aceess
their files, Secondly, - in order to achizve netwarkuindependence, the
protocols make the minimal assumptions possidle about the nature of  the
underlying network services, which me=ns that they end up duplicating
many aspects of those services, For this rezsen it iIs unlikely, for
instance, that TCP or INWG 96 will be se:=n initially as an attractive
splution for providing transport services ir an X25 environment - much
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of the emphasis of TCP is on providing end-tc-end liaisons in a datagzam
environment, which many people argue will invelve a near duplicaticn of

" features of the X25 virtual call, to take just one example,

Therefore, we foresee the development of transnet services as
taking place at a limited number of network sites within the
concatenated networks, and it is unlikely that these services will be
integrated at any one particular site. A generalised view of the
transnet world under this scheme is given in Figure 1. The sites at
which the network-independent protocols are implemented have been
christened 'service gateways' as they are providing transnet access for
particular services. MNote that this concept is quite distinet from the
gateways which physically connect two networks, providing packst
encapsulation, fragmentation, internet routing etec. The service
gateways need not stand in any particular physical relationship to each
other or to the physical gateways. Clearly there will be strong
functiconal relaticns between the physical and serviece gateways, and
there 1is a hierarchy of service gateways. One major research interest
of the concept is in establishing just what these functional relations
are and how best they should be implemented.

While the immediate aim of our network interconnection project is
simply to provide commnication between the UK and ARPANET through
SATNET, the design chosen is one which will facilitate the provision of
future services across many networks using the service gateway concapt,
Section 2 gives an overview of the proposed connection., Section 3 gives
a more detailed survey of the software needed in each erucial machine to
support the service, relates this survey to our understanding of the
existing state of the hardware and software for these machines, and
summarises the modifications to existing developments needed to realise
the system, Section 4 summarises our main conelusions.
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2. Overview,
. 2.1 Configuration

The proposed future UCL configuraticn is given in Figure 2,
principal points to note about this diagram are summarised below.

i) The PDP-11, currently the gateway machine, will become a
transnet access host on the TIP, connected via the VDH
interface currently connected to a PDP9, and probably running
under a standard operating system such as UNIX. It will
support terminal and file transfer access to and from ARPANET
via SATNET through TCP.

ii) An alternate route for EPSS-ARPANET traffic will pass
through the other PDP9 and the LSI-11 via the X25 comnection.
The PDP9 will lose its current VDH connection to the TIP. The
¥25 ecomnection has been so constructed that the LSI will be
seen by users as an X25 host; EPSS sees the X25 interface as a
process on the PDP9. This LSI will also support TCP to
provide access to the ARPANET.

iii) The (physical) gateways to SATNET will be replaced by
LSI-11s. As indicated, the UCL gateway will have two 1822
interfaces and a VDH interface whereas the gateway on the
ARPANET side (presumably the BBN gateway) may only have one
1822 interface. Special hardware for the LSI-11 may be
required to handle 50kb on the VDH line across a DMA
interface; this will (presumably!) be done by BBN.

iv) A transport-level service gateway supporting TCP will
terminate the connection on the ARPANET side. This may be a
TENEX (or TOPS), or another PDP-11, Further terminal access
will « be developed via ARPANET Telnet; support for other
services, such as transnet file transfer will also be provided
at this point.

The
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2.2 Service Support

The two major service requirements are the provision of terminal
access and of file transfer capability. Terminal access requires the
mapping of various terminal protocols at the appropriate points, rather
like the current SWITCH approach. Mappings between the ARPANET standard
Telnet and the TCP-based Telnet will be reguired in the transport
gateway in ARPANET and in the PDP-11 at UCL. The TCP-based Telnet will
map into the X25 VPT in the UCL LSI-11, and the ARPA Telnet will map
into the EPSS VPT in the PDPQ comnected to the TIP. Much of the
complexity of this problem comes from linking up two coanections when
one 1is being set up by the rather complex procedures of ICP. It is not
clear whether TCP-Telnet goes througn a simlilar port-allocation
procedure,

The situation with regard to FTP is not so clear. The TCP group 1s
intending to implement a TCP-based FTP, but this is still in the
planning stages. If this bzcomes available at the right time, then for
service purposes we would perform analogous FTP mappings at the same
places, This mapping can be done either on a real-time basls, as we
have attempted to do for the EPSS and ARPANET FTPs on our PDPF9, or on a
staged basis, with the file being stored on some mass-storage deviee and
forwarded to the next stage only when it has all arrived. Based on our
past experience, the staged solution is probably preferable when 1t is
possible, The status of the TCP FTP is cne of the major questlion which
needs to be followed up. It may not actually be necessary to do a
detailed mapping of FIPs in the TCP transport gateways, as both the
source and destination of the transfer will be using the standard ARPA
FIP., It may only be necessary to map certain low-level features of the
FTPs, such as control and data sockets being mapped Into TCP ports,
This is an option which we should also investigate,

If mappings of file transfers have to be done, it is desirable that
we keep these to a minimum, and it would be preferable to do them on a
large system, such as TENEX, If TCP-based FTPs are to be used, several
mappings are involved, none of them on systems of this type. Since in
any case it seems that a TCP FIP may not be available in time, an
alternative strategy of implementing the EPSS File Transfer Protocol on
ARPANET could be adopted, This protocol is specifically designed to be
network and transport protocol independent, and so this is an attractive
proposition., If transnet file transfer were done this way, this
protocol would be implemented in the PDP-11 at UCL, interfacing to both
TCP and NCP, and at the transport gateway, interfacing to TCP (or,
indeed, at some other site in ARPANET, in which case it would interface
to NCP). In this case, the only FTP mapping required is at the site in
ARPANET which has the EPSS FTP installed, The transport gateways (i.e.
the TCP site in ARPANET, the PDP-11 at UCL, the LSI-11 at UCL, and the
PDP9s at UCL) will then be supporting an end-to-end protocol between the
FTP service gateway in ARPANET and the destination site in EPSS (or at
UCL), and they will perform the classic gateway services of
address-mapping, connecticn-establishment, flow-control, ete.
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2.3 Stages of Development

The work needed for this developmenbt wil: obviously not be done
overnight, We see the project taking plzcs in three main stages.

i) As much work as possible will te done in the current
configuration, Development of softwzre for the PDP-11 at UCL
Wwill probably be carried out on a PD®=11 in the ARPANET
(exactly which one is to be deciied: see seotions 3.3 and
3.7). The TCP/X25 LSI-11 will be develored as a terminal host
on a local host port on the TIF (se= section 3.5). This
situation will continue until either the Norway 1line to
ARPANET disappears or LSI-11 gatewzys are ready. We expect
that the direct connection to ARPINET will not disappear
before the LSI gateways are ready, znd this document is based
cn that assumption; should evenis happen  otherwise,
alternative means of continuing develecoment will have to be
found,

ii) Once the LSI-gateways are rezdy and installed, the
configuration of Figure 2 can be set up, It is not necessary
that both paths become operaticnal at cnes, but we expect that
the TIP-based path will be ready for use at that point, i.e.
there will be an operational TCP-based terminal system on the
UCL PDP-11. The TCP/X25 LSI-11-based path will be strictly
for experimental development at this point, investigating the
nature of the connections needed to support the appropriate
services. It is not clear whether XNET can be used
satisfactorily across SATNET, and any development strategy
based on XNET may have to be reconsidered at this point.,

iii) When the X25/TCP path is ready for sarviece use it will
become the main service route between EPSS and ARPA, Either
now, or at some other time, the PDP-11 could be directly
connected to the LSI-11 gateway, and at some time it will
probably support multiple terminals directly, When all these
conditions are fulfilled, the TIP could be removed completely,
No doubt this possibility will be locksd =2t more clossly when
the time comes,

v
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3. Detailed Requirements

This section describes the software needed in the various m=chines
to support the service outlined above. This is done machine by m=chine,
The proposals try to make the minimum changes nseded to existing systems
or to current plans, Attention is drawn to points on which we need more
information, or which we know or believe to be incompletely developed,
and also to areas in which problems are expected.

3.1 UCL TIP

No functional changes are envisaged for this machine, which will
continue to support terminal access as at present. The major change
will be updating the routing tables to reflect the absolute isolation
the TIP will experience, The major problem which BEMN will encounter
will Dbe in providing the same remote maintenance and monitoring
facilities it has at present. One possibility is to retain the direct
lines that ARPA currently maintains to the SIMPs (e.g. the 9.6 kb 1line
between London and Goonhilly), as this is the simplest way to provide
direct access to our isolated TIP. However, this iz a problem for
foreces beyond our control,

3.2 UCL PDP9 Access to EPSS

No major functional modifications to the existing SWITCH system are
expected here for providing terminal-level access, Other services can
be set up as concatenated terminal streams, If the EPSS File Transfer
Protocol 1Is adopted for transnet service, this will be sufficient to
provide an adequate. If not, then the current EPSS FTP/ARPL FTP mapping
will be used, The resulting configuration is shown in Figure 3.

There is some question as to how much work the full PDP9 system can
support simultanecusly. If serious overloading oceurs, some of the
special systems supported (e.g. the Culham link) may be removed from
the standard system; if even this is inadequate, then the position of
the FTP facilities may be reconsidered.
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Figure 3 - Terminal Access to EPSS viz ths PUZ3
3.3 UCL PDP-=11

The PDP-11 is the first machine considered which will require
significant effort to bring up. Much of the new sofiware required has
either already been developed or is currently under development by BBH,
notably TCP, TCP=-Telnet, and these can bes run under ELF, which we at UCL
have some experience with. ELF has some disacvantages as an operating
system to support user services, however, The principal one is that, to
the best of our knowledge, it does not support either the NCP or the
standard ARPA FTP. This point should te checked. The lack of an FTP
would be unimportant if the EPSS File Transfer Protocel 1is adopted;
however the lack of adequate NCP facilitiss i1= critical. Also, we woauld
prefer to use an operating system with termipal drivers capable of
handling mltiple users, as we ultimstely expect Lo be using this
machine as a terminal concentrator to replizce the TIP., The main new
item which has to bes tackled in this systex is providing a connection
between NCP-based Telnst sockets and TCP-Telnst poris. ks a gateway
between two transport protocols (TCP znd NCP) this machine will also
have to handle the usual readdressing, flow control and reassembly
problems handled by gateways.

The configuration under consideration is Illustrated in Figure 4,
The existing local host interface will not be used, and connection to
the TIF will be via the VDH, as the two local host ports on the TIP are
taken wup by the PDP9 gateway to EP33 and the LSI-11 gateway to SATNET.
The looped nature of the traffic may creale scme unusual flow control
problems when there are heavy traffic rates, For this reason, when the
file transfer facilities are developed fer this machine, onward transfer
to EPSS will be done in a staged fashion, with the file being
temporarily stored on the BKO5 disc.

g
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Since we have not been directly involved with the work, one major
guestion on which we lack hard facts is the question. of choosing an

- .appropriate operating system. As we have indicated, ELF does not seem

to be suitable for a major service role of the Kind implied here, The
ma jor PDP-11 operating systems that seem Lo be suitable, both because
the expertise 1is available in the department and because TCP
developments are taking place on them are UNIX and RS{-11M. TCP version
2.58 have been developed by BEN under UNIX and ELF; version 3 of TCP is
currently being developed by DTI under UNIX and by CCA under RSY-11M.
The only system under which a TCP-Telnet seems to be developing is ELF.
Further information must be obtained about these points.

Two other puints are relevant here, The first is that it would be
highly desirable to be able to use the same operating system here as
we do on the remote transport gateway (see section 3.7) if this is to be
a PDP-11; this would considerably speed up the development of the whole
system, Secondly, we have to Investigate the cross-net loading
facilities, The great advantage of ELF is the fact that it is
specifically tailored to run with XNET, With other opzrating systems we
will almost certainly require a special bootstrap to be able to use XNET
at all, and it is unlikely that we will be able to use its full
facilities even then., For debugging purposes this is not so serious,
but for cross-net loading it is vital,
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Figure 4 - PDP-11 Configuration
3.4 UCL PDP9 - Access to X25

Here, the anticipated course is that the ocurrent system will
develop along 1its existing lines, with the complete excision of the
current ARPANET software., For transnet communication an EPSS user will
access the X25 port, which will also support incoming connections from
AFFPANET. The present SWITCH system running on this machine, supporting
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the EPSS VPT and FTP, will be the standzrd systez on the PDP9 which is
connected to the TIP, Both Level 2 and Level 3 of X25 are currently
- available, and although it is designed basicslly as a DCE we anticipate
no great difficulty in turning it into 2 ZTE if reguired. This point,
however, requires more detalled study. Calis coming in from EPSS will
autcmatically be forwarded to the LSI-11 if no EPSS address is included
in the data field, In the reverse dirsziicn, calls being forwarded to
EPSS will require an EPSS address in the Zata field, btut these mst be
provided by the LSI-11. This scheme fiits into the current context very
well, and we see no reason not to retain s,

EPSS | X25 N5

; BRIDGE L L
FPSS <—— E £ —>[S][-11
v v
E E
L L
3 2

Figure 5 - UCL PDP9 - X25 Access

3.5 UCL LSI-11

Essentially, this machine will consiz: of an X25 terminal and a TCP
terminal connecting an HDLC interface on the one side to a BEY 1822
interface on the other through a number of mapping modules. The basic
structure is shown in Figure 6. The ¥25 hardware for this configuration
has recently been completed, and the 1822 interface is nearly ready.
The software, however, is in a rather mcre uncertain state, and it is
expected that this terminal will remain ar sxperimental 1link for some
time,

As with the PDP-11, it is not clear what operating system this
machine will wuse, although the alternztives are fewer: either the
current TCP terminal, available under M03, is altered to run under
RSX-11, or the current X25 terminal, available under RSX-11, is altered
to run under M0S. RSX-11 will support Zevelopment in a high-level
language (RTL2), but it is doubbful whether this is advantageous, as the
generated code is large. Also, whichever system used will initially
have to support crossnet loading (and possibly development) of the
TCP-terminal software, This question is 27 unknown for both systems,
and urgently needs resolution.,

PN
L_
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The TCP side of the terminal is based on the packet-radioc TCP
terminal developed at SRI, The major difference is the replacement of
the DSP, which is packet-radio dependent, by an XNCP-like module fFor
communication with the gateway., This raises two problems, The first is
Lhe wnorthodox nature of the 1822 connection, in that neither side of
the HOST/IMP interfape supports what would normally be understeod as an
IMP. There is, however, a precedent for this situation, as COMSAT has
bullt a similarly non-standard connecticn between its 360 and its PDP-11
gateway, so we should be able to consult them for guidance for potential
problems,  Moreover, 1822 is a highly symmetric interface, so major
problems are not anticipated. The second problem is that this module
will initially only support a single TCP port, whereas there is a strong
requirement for supporting several ports for different services,
However, creating a multiplexing 'XNCP' is not the whole solution to the
problem, as we will then be able to support several TCP connections only
1f they go to different hosts. Unfortunately, we need to support
several connections to one particular host (i.e. the remote transport
gateway in ARPANET - see section 3.7). This will require modifications
to the TCP itself,

Our current X25 is written in RTL2 or in assembler versions derived
from 1it, and is rather large in its RIL? version. The VPT is a larger
RTL2 program, While the generated assembly code is believed not to be
highly system dependent, this aspect has not been analysed in detail -
the driver for the HDLC chip is a particularly important question here,
On the face of it, therefore, it would seem to be easier to put X25
under MOS than to put TCP (written in MACRO) under RSX-1] from the point
of view of aiding development. The RTL2 code has been written so that
it can be run as both as ¥25 DTE and = DCE, and ons problem under
investigation concerns deciding when it should be one or the other., A
study of the incorporation of the X25 software into MOS should be
undertaken very scon.

Finally, there is the connection between the X5 side and the TCP
side. At this stage, it is not possible to say much more about this
than to state the functional requirements, Terminal access will require
a mapping between the ¥X25-VPT and the TCP-Telnet; this will undoubtedly
be based on our experience with similar problems in the PDP9 SWITCH
systems. File transfer may also need to be mapped, and will certainly
require support of nigh-throughput connections on both sides; the
evolution of suitable strategies to mateh the flow will have to be
evolved. These modules will also have to solve the questions of forward
addressing and routing, In the service gateway context, these functions
becoms more important than the mappings.

The question of how this code is to be developed has still not been
satisfactorily resolved. There are two main options. The first is to
develop it in our PDP-11, using XNET to load in the system. This
requires a MOS-based VDH driver for a DMA interface, which is currently
being written. The second option is to load the LSI-11 directly, using
one of our local host ports on the TIP, This requires the completion of
the 1822 interface, which is proceeding rapidly. Other options, such as
storing the software on floppy discs, are basically variants of these,
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Figure 6. UCL LSI-11: TCP Access Configurzticn
3.6 Gateway LSI-11s

No special role is envisaged for &these gateways, as end-to-end
transport 1s being provided entirely by TCP at this point. It is not
¢lear how far development on LSI-11 gatewszvs has progressed, as opposed
to PDP-11 gateways; this is a question which must raised with BEN., One
problem that may well affect the schedilz is that our preliminary
calculations suggest that access to the VDH line will have to be via a
DMA interface if high throughput is desire: and the machine is not to
spend up to 50% of its time serviecing nterrupts from the interface.
Critical questions for this machine, th=n, are the development of
MOS-drivers for DMA VDH interfaces, and the ability of the gateway to
handle more than two nets - the 'nets' hers being SATNET, the TCP/NCP
FDP-11, and the TCP/X25 LSI-11.

It is conceivable, if TCP develops ccncepts of selecting gradss of
service from local nets, that we may become interested in developing our
ideas in these gateways as well as the cnes already discussed, but this
does not seem to be on the current scheiule of TCP development and in
any case would have to be coordinated very closely with BBN,

™
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Figure 7 = UCL SATNET Gateway Configuration
3.7 TCP Service Gateway in the ARPANET

Finally, a site in the ARPANET must be selected to provide the far
end of the TCP pipeline., The development needed here is very similar to
that discussed in section 3.3, and developing both ends simultanecusly
on PDP-11s under the same operating system, as we did for GNOME, could
speed up the process considerably, However, the system support and
system rescurces we could draw on are likely to be limited unless
coupled with a TENEX, Differences between the two sites will emerge at
later stages in the development, These will be mainly connected with
addressing and routing problems: this machine will act as a service site
for the whole US ARPANET, whereas the UCL PDP-11 will only service EPSS
traffic through the PDP9,

The other alternative is to use a TENEX or TOPS-20 system for this
end of the connection, as TCP and TCP-Telnet are both available, and
they have proved and extensive resources for such work, However, this
will mean developing two versions of the new software, and will also
involve experimenting with special versions of standard software (such
as ARPA-Telnet, FTP, NCP) which may lead to organisational problems, as
these are machines supporting large user populations. This question
will again have to be gone into more deeply.
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B, Conclusions

In this note future ARPANET service dis considered from several
polnts of wview, Firstly, there is the problem of providing UCL users
with terminal access to ARPANET via SATNET. Secondly, access has to be
provided between EPSS and ARPANET for a variety of services. Initially,
this will be of the terminal mapping type already in use, but the design
proposed has hocks for extension towards a more sophisticated concept of
supporting service gateways. Where possible, the scheme uses existing
systems, or systems already under development. Obvicusly, there will be
problems in modifying these to meet the new requirements, but the scheme
outlined has attempted to minimise these, and at the very least to
identify them,

Integratiion of the various components intoc a unified system
requires most software work at the points where various layers of
trsnsport protocol terminate and have to be connected to the next level,
The two most critical points for providing a general transnet transport
service are in the TCP service gateway in ARPANET and the TCP/X25 LSI-11
at UCL. A similar critical point cccurs in the PDP-11 at UCL, The PDP9
giving terminal access to EPSS from UCL is not eritical as this problem
has already been solved, Again, a solution for the transport connectien
between the EPSS Bridge and X25 is already in existence to the point
where the LSI-11 will be seen as a host on EPSS when it is connected to
the PDPQ,

Specific areas where we anticipate difficulties with existing
software are: the remote loading (and debugging) of non-ELF operating
systems for the PDP-11; the choice of an operating system for the
L3I-11; the nonstandard nature of the 1822 interface connecting this
machine to the gateway LSI-11; the use of XNET across SATNET; and the
provision of a DMA VDH interface on the gateway LSI-11s, to connect them
to SATNET. Areas on which we need further information include: the
status of TCP and TCP-Telnet under various standard PDP-11 operating
systems; the current status (or even the existence!) of the TCP-FIP; the
current status of L3I-11 gateways; and information that we can get about
activities such as the non-standard 1822 connections which have been
undertaken by other groups.

In short, the components required to connect UCL and EPSS to
ARPANET wvia SATNET are on the whole either already in existence or
already under development. The new work is in sticking them together in
such a way as to provide adequate transnet service,




