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TCP Meeting Notes
14 & 15 Jduly 1977
Editor's Remarks
In preparing thcse notes i have made some rearangchicnt of the material
from the actual time ordor of its occurance to place material under
its logical agenda topic.
[t must also be said that these notes are somcuhat incomplote and it
must be realized that somctimes they may unfor tunately wmisrcport a
Sphoakers romarks.
At the beginning of Fridoys session Dave Reed distributed a draft of
LCS Local Net Note 10 uhich attempts to describe the conclusions
reached the first doy and to discuss the issues and alternatives in
the major unresolved arca: ICP and three-wau-handshake. This note has
since been revised and distributed via sndmnsg.
Agenda Ttowms
1. D3F developmeonts - Recd
2. 0GP & TSP issucs - Towlinson
I Addressing - Recd
4, Intecrnet FPlans - Cert
9. LCS Net - Clark
6. PARC - Shoch
7. LLL = Uatcon
8. RCC Mot = Tomlinson
J. Tops 20 - Plumner

18. TO3 issues = Cohen

11. Next lcetings - Cerf
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JOP 5-
( TCP Heeting Notes
SAT
Nan-11
P-TIP
The P-TIP is a pluribus urututu}e TIP and is connected to NCCHET,
(11) BLC lines, and the ETAN-SINHP.

The ETAN-SINP is connccted to a pdpll gateway uhich
connccted to the COIHSAT-SG0.

Tops 20 TCP - Plummcr

TCP on TOPS2Q is up ta a degree
and a sipplificd Telnet.
about 11,0350 octal
core TOPSZO=z
of real mcmory.
of taliles.
momory grous moni for codz must shrink., The KCFP is
The Tenex NET:
not be easy to convert it

in that

words (4603 decimall). There

to use TCF sometimcs.

( 10. 105

iscues - Cohen

Editor: This topic was not diccusced.

11. Next Heetings - Corf

schedule of wmeotings as proposed by Cerf

Oate Place
Oct. 13-14, 1977 gl
Jan. 30-31, 1973 151
Apr. 20-Z21, 1373 ECH
July 13-14, 1973 PARC
Oct. 12-12, 1373 LCS
Agside: Dr. Lyons indicates this recent report may be of

Bochman & Goyer
"Datagrams as
Uepartnent of Communication Camada
University of lontreal

March 1977
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Cerf Assigns Action Itews -- REPORTS DUE & AUGUST 1077

1. Socket ID - Unigueness vs. Nouse

Crochor
Sunshineg

Foecd
Taml in

QN

2. Urgent Dit vs. Urgont Pointer

Reed

3. Scparation of Control

FPostel
L ocden
Hatcon
Nathia

Cerf Desin

Net Nurb

nates Fostel Roecponsible for Assigning Humbers

crs

Internet lessage Tupes

Soclket [

uibicr s

Acvsigned Internet Necsage Topes

Oestination Metiork Tdontifior:

Decimal

7-12
13
14
15

Postel

Octal

Pl
o

Metiork
Eocape
TCP
Soourn
Gatcuay
Mzasurcment
Ozr

UCL
liczorved
Pluribus
Telenot
Xnet

8 bits
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Assignod Netuork Numbers

Destination Network ldentificr: & bits

[pange 201

17
20

24-576

377

MHetuwork

Reserved

B Packet Radio Netuork

SF Bay Area Packet Radio Netuork (1)
el RECC Metwork

Atlantic Satellite Network
Wazhington D.C. Packet Radio Metuork
oF Doy Area Packet Radio Network {(Z2)
ot aszsigned

AReALET

University College London Hetuork
CYCLADES

flational Physical Laboratory
TELEIET

Eritich Post Dffice EPSS

DATARAC

TRANSPAC

LCS Netuork

TYiteT

Unacsigned

Resorved
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Robert Draden
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Dave Clark
Danmy Cohen
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Jim MeClurg
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Jon Poutel
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Meeting Notes

D5P developrnents - Recd

Dave Reed presents mainly the differences in DSP from previous
tlescriptions,  Particular small problens:

{1} Urgent into o closed window

Tuwo starges of input processing, 8 preprocessor for urgent things
like control-C, and a regular processor for normal input.

One Jdca is to transmit urgent pointer value in option field.
The current idca is to send the urgent bit with currcnt sequence
nuriber (3ssume that zero window not used to arbitrarily shut the
other guy offl.

Cerf: Scparate data and control streams?

Recd: Control stream necds flow control too

Crocker: Mo, control strecam only is setting paramcters so no flou
cantrol is ncoocded,

(2) Allecation & Buffering

{

Lettors - means this ic a complete unit but data stream itoelf
should be celf parsing. llodel is ring buffer |ike, but some systems
profer block buffers. [ data comes out of order then one doesn't
knou if data that arrives early should be placecd at the end of one
buffcr or the beginning of the next. [TCP has additional problem of
controls in scqueonce epace, but 0SP has none of that.]l Tuo
proposalss:

I. (Strauman) Put the data in as it arrives. 11 later found te
be out of order, move it.

2. Transwit gaps - [the sender has to know houw bing the buffers
arcl. llote in header says = bytes following this are a gap. The
gy wses wp allocation space. Start in ring mode thon negotiato

buficr size to continue. To include buffer size in TCP initial
cxchonge is not nuch cost,

<) ICP for DS
Sockets are uniquely chosen except for well knoun "sockels". This

se¢ of @ socket is distinguishable from any othor use [no
roesynchronization, scguence numbers start at zerol. Well knoun
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socket is suzceptible to spoofing by reply so docon't do anything
that cannot be harmlessly repeated.

1. User calls uell knoun server socket,
2. [loptionall Hell knoun socket replies.

3. Hell knoun cocket ercates server instance uith a nen cocket,
ncul cocket sends data to user socket.

4. Conmunication iz opon.

Well knoun socket must not do anything that can't be undone or can't
be done M times without harm.

Socket created is in initial state and either reuseable (= uell
krnoun) or not.

Discussion of mocdel of security & spoofing model of houw cecure and
hou much is dependent on it being a gentlemans club,

Discucsion of OSP initial connection procedure and ecpecial ly the
errors in face of duplicates that arrive at well knoun sockot,

Scocurity is handled in encruption. [Questions about how much the
encruption is relicd on to protect against other than securitiy
probalomns, ]

2. DO5P & TCP iscucs = Tomlinson

Hou to take advantage of OZP work and to solve problems in TCP.
Assumption: No radical changes to TCP philosophy.

Problemns:
1. Contrel Information in Sequence Space.

Ll

2. COL Interpretation.
Cuffor lanagement

Flouw Control {fluctuating windou)
3. O5P ldeas to Not be Adopted.

Continuous Checlsuns

ICP

Postel (page 3]
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(1} Control Information in Sequence Space.

The controls that take up sequence space are: SYN, FIN, ARO, RS,
and [NT,

Syl
At begining of stream so no real problem.
FIN
At end of strcam so no real problen.
ARO
Hindou sending (reliable) schemes using it have not beoon good. Ray
vants to eliminate ARO by having low rate of retransmicsion. Corf
is concerncd about effects on shared resources. Reed thinks that
is @ congestion control issue.
Watson: Sending contrel into zero windou?
Tomlingon: Keep retrancmitting (slowing doun).
Cohen: Telenet has a selution -> pay for each packet,
RS
Sequence number reassignments imply buffering issucs.

Crocker: It comes doun to time constant. 1f time constants are
chosen right probability of failure can be reduccd.

Froposal is to ignore RSN

A reasonable value for pmaxinum packet life time is 2 minutes. 1f
parancters of tronsnicssion rate and packet [ife tike reguire then
go to a B4 bit soqguence nusibor.

Heed: Do it now becouse we won't be able to do it later.

1f packet lifetime is short enough (say <30 sec) then if you crash
then just don’t cone up for 38 sec (that timel.

Cohen: Should design in robustness. Look out for the "add = bits
to field y" as a band aid rather than carcful design.
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Hatson: licthod of choice of initial sequence numbor could be what
ever that hosts uant to do.

Everybody thinks its ok,

Size of sequence field is now 32 bits may grow at a later time to
G4 hits.

INT
Slightly mysterious, do it like D5P's "urgent.”
I'f nothing going on the UP {urgent pointer) = LE (lcft oelnel.
I'f urgent comes then send UP in each pocket transmitted or
retronciaiticd as an option. UP = soquonce nusber of last g Loy te
of uragoent data
Uonnel ley: Wiwy not scparate conncction for controls?
Crocker: lodel for contral is the passage of values of parauctors
to update the parancters shared betusen the protocol meodules, data
flow is cecondary,
Reeoed: For cfficicnoy and as a hook for comman applications.
Crocker: What is the minimal amount of control? Then put all otheor
contrals on a sccond connection. Each side has a medel af tho
state, and the sendcr cends an update to the state, and the reply
is the current state, if it is not close enough then go arround

anain,

Tomlinzon: Urgent pointer to one past the urgent data byte. 1§ UP
= LE then not urgeont.

Reed: Efficicncy of the updating - reduce the Ack to just the LE.

Reed: HModel of specch data precessing is to aluays fck the highest
sequence nusbor road.

We all believe that urgent pointer works, docs urgent bit work?
LCS will explore and try te convice Tomlinson (presumably as a
recpresentative of the skeptics).

Flushing - higher level issue not part of TCP.

{(2) EOL Interpretation,

Postel [page 51
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Delimits streams of useful information

1. Buffer guantization, default = 1 byte, Sending an EOL never
consuncs receiver buffer space (really sequence spacel. Right edge
nover gets moved left.

2. Option of setting buffer size.

Cerf: What happens in non-reliable delivery? If you get only part of
a lottor how do you parse it? Don't deliver it at all?

Cohcn: Only user above TCP knouws what letter means.

Reed: TCP should take no responsibility for remcmbering all lettor
boundaries only the last (most recent]l one. He should be concerncd
with conceptual TCP-USER inteorface.

Watson: Hhat if buffer space less than letter size?

Feed: Mever deliver a non-letter to user.

Tomlinson: Mo COL significance (telnet modell.

1. Uszer (sender) declarcs to his TCP in OPEN call "He GOL
significance”.

Cerf: There are the following EOL issues:
1. Tdentify that meaningful data is now available.
2. Frames uscrs data.

3. For mon-guarantccd modes of transmission, allow TCP's to
deliver only "uscful” data (as specified by sourcel.

. Allows better buffcr management.

5., Is it permissible for a connection to mever have an BULY
Toml inson: There are some cases:

Cace A - Receiver knows the most recent letter mark only,

Casze B - Receiver knous the begin and end of every contiguous
block of letters.

Case C - Receiver knous the begin and end of cach lettor,

[page BI FPostel



JBP S-Aug-77 10:12 232449
TCP Neeting Motes

Casze D - Reccoiver knous boundaries all lettors and buffors, ot
docs not know what theoy repreosent.

Lake up process when a buffer is full or when EOL is present.
Choice is betucen B & C, and if the receiver chooses [ teo,

Reed: Ue chould not support high level protocols that can not
rocogniZe boundarics beoetucen meaningful units.

Tomlinsen: There is a transaction processing example vhere the issue
of buffering is critical.

Clark: Places in the stream that are resynchronization points, thus
what we really want is Begin of Letter.

Reecels

Beg of Letter - Synch point
End of Letter - Hakoup point

Postel: Synch peints not necessary in host level protocols.
Tomlinzon: So this is an important efficiency issue.

Reced: It costs us sonething to keep this extra infarmation in odel
C over mocel B,

Tomlinzon: Thinks it is cheap to keep extra pointers.

Some feel it calls for exira data structures in their
inplocrnentation,

Wells: Suppose user has timer that can remind hin that he hos not
gotten data recontly. Suppose there is a value for bytes in a buffer

that means "no data here".

Genoral ly thought to be a bad thing! Equivalent to kooping exira
data sbout data strocan.

Sencding TCP can send at any time, and will scnd at EOL.
TCP carrics begin of letter and end of letter.
ser -> ICP: User says EOL when he wants,

TCP -> TCP: corrics both marks.
TCP -» uszer: lets user knou about beqgin and end of letter.
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Cohen: Wake up bit.

Beginning of meaningfui data.
Ending of meaningful data.

Rettberg: Since it is important for the user sending to put the
marks on it ic important for all the marks to be delivercod,

Crocker: So maybe evorything should be time stompod beocause sonding
it at minute one is different from sending it at the next minute.

Tomlinson: What is the cost of keeping all the synch inforuation?

Donnelley: It can’t be optional either all have to do it or none can
rely on it.

Braden: Extra data structure if you didn't nocd it in the
reliability case.

Clark: High level protocal (HLP) requires the lctter Bit on cvory
semantic unit and that the high level protecol alse provide a vay to
parse data. HLP's don't depend on letter boundarics but TCP's uay
report tham all to destination processes.

Tomlinson: Destination TCP will put only one letter in a buffer o
this s ok,

Letter boundary
Rubiber bit on CEOL
1. Sending uzser knous.
2. Scnding TCP knouws buffor size.
(could send one letter before knowing size) finds ocut from
receiver TCP (that found out from receiving uscr on openl on
SYil, default = 1 byte, SYN has buffer size option.
2. Scnding side docon't knou.
Editor: scems to be agrecment on a rubber EOL of type 2.

{Za) Continuous checksums:

Uo Gateway's have to recompute checksums?
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Reed says no
Toml inson thought ucs

Editor: Dave Reecd explaincd continuous checksumming but tho notes
are confuscd here Iperhaps the editor is confuscd). fgs tho oditor
understands it the overall idea is that 1f there is o cheoekowa CL of
everything up to a point A in a data stream then the checkoun C2 of
everything up to a later point B in that data stream can be computed
from a function CI=f(Cl,deltal uhere delta is the corputed chockcsum
of the strean betucon points A and B.

Can"t wvalidate anything out of order. (In reliable syston, uo have
an unrceliachlie cystem too. )

Sunshine: Uhat is advantage?

Reed: The good point is that the transmitter can change his mind
vwhere to checksun.  That is packet boundaries can change on
retronciission. The trancaitter only has to campute a neu checkous.,
Plusmcr: The trade off is that DSP lets one scnd larger packeots on
retrancmission without redoing checksum, Winile TCP allous verifying

blocks out of order,

Rocd: llere i hou to do unreliable delivery under continuous
choclounc:

Uze a checksum synchpoint, then one can restart at any synchpoint,
Is being of letter a synchpoint?

Shoch: Houw is chechsumn thru synchpoint different from block chocksum
L 2
for speech.

Hot different.

Toml inson: Drouvbock of continuous chocksum is that ono con®t fosk ot
ACK and windon information of just arrived scgmonts to uze this nost
up to date infornation.

Cerf: He don't scow to gain enough by continuous chechoumming.

Flummcr: The ability to use ACK window information from “packets
from the future" is very important.

Cerf: Propose that TCP proceed with block checksums then LCS 1o
explore tracdeoff betuecen continuous checksum and block choclkoun.

Fostel [pane 9]
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(3b) ICP and Unigque Sockets
Clark:

1. ICP use something (3 way handshake) to confirm identity of the
partics,

2., Synchronize scquence numbers.
Cerf: Do tuwo well knoun sockets need to talk to each other?

Clark: The rcuse of the same socket is really for authentication.
Sockets are a very wesk form of authentication.

Crocker: Real World exanples: Dotatch=Attach in Tenex and Tenowx
re-enter. The proposcd mechanism way be too schallow. 1F user trics
again then may get rojected couse "hal f-open” then other end clears

and re-establishes connection,

Cohen: Analoogy with telephone calls betueen businassmen i th
multiextensions.

Sunshinc: Guy who wants to reconnect necds a unigue handle ta got
back his state cither socket number or highor level fe.q. lecnoex job

numbecrl) .,

Mathis: User may know only socket number 1 not the socket reaoulting
fron the ICP.

Donnelley: Hhy are ue talking about this - is it not a host issue?

Forgic: In intcrnet case it is not clear a host is going to be
notificd of a crash in somne other part of the netuork,

Crochker: Attich to Jsb nusbor not TTY number, is cocket |ike Jab
Ausber or TTY nusber?

fMathis: ICP is part of TCP?

Clark: Cerf uas trying to present a scenario for rouse at both
sochets, Clark model is asymectric.

Clark: 1 amnot bothered by asymetric model, user is active while
scrver is passive,

Crocker: That's the sane as telephone etiquette, the guy uho placed
the call should replace call.
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Corf: If we are alloucd to have reused both U and S then also necd
Z=umy handshake too.

Reed: ICP has taken place of three-uway handshake, CONM call is a
degencrate form, dofer let us decision until poople can read LI
HGtE J-u!-

Sunzhine: Differcnce betucon OSP &TCR?

Recd: DZP will crecate a ccrver that never gets uscd.

Clark: TCP nceds a mechanism to guard against rcoplay, OSP has an
optional exchange of unigue number.

Tomlinzon: Everything hos a three way handshake.

Recd: Your (Cerf) scheme is same as DSP except that you require the
final ALK,

Clark: He triying to get rid of 3-uay handshake.

Eeitor: There was much draving of diagrams during this discussion
uhich unfortunately can not be adaguately included in this recored,

3. Addrescing - Reed
Reecd: Addressing is an internet problem not strictly a TCP problon.

= packet routing (logicall
= header

The 8 bits nou availzble is too small for net address. Propose that
an arbitrary interpretation be placed on the addross bito,

There is an assuscd 2 level hierarchiy:
Gatcuays
Hostsa

Ascume host is hardonare port. Distinction betuccon internct address
and sockets, but cockets are a routing function too.

- Eaze of Exicnzion

"There is always another network", "Who's on top", alco provision
for tomporary optimizations,

- Autonomnous Gateuay

Postel [pane 11]
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Oo all gates have to know about all other gates (at their level),
can there be gates that don't participate in all gate to gate
procodures,

- Hiding a Hetuork behind a Host [or Host within a Hostl
- Broadeasting/ilulti=destination

Broadcast starts at a cource and is copied to all destinations
that have an address that belongs to a generic address field.

- Source Routing or Path Routing or Extensible Addrossing

Address is a variable length string of bits. Logical path noae
rclative to source of packet. Emphasis that "links" omd "roules”
and "suitceh points" are logical.

Maming schomne -

Pick a fixed point, publish a list of the routes from that point to
all points, cach point knous how to get to the central point, then
the contatination is a route (perhaps not optionall.

Rettbera: Mhat if the somcthing changes? 1f route iz B.C.D can © he
replaced by E so route becomes B.E.D? This is a diffcrent place.
Problemn is same as current problem with reassigning nawes to hosts,

How is this schoue mapped onto the physical world?

Suppose we have a hicrachial organization with a gatenct at the top
ancd doun from that lecal nots, and doun from thom hosts ond doun from
them processes. Then an address to get from process 1 in host A on
local net 1 to process 2 in host B in local net 1] could be

1A, 1,11,8,2, Or if address B is defined to mean up the addrecs could

be 8,0,0,11,0,2.

Hoettberg: Addresses got longer toward the middle of the notuork, 1f
this is now to be uscd physieally as well as logical ly, whu is there
not a problem with hosts cowing and going and changing their
addreosces?

Crocker: Note that at each point (node) some portion of the name space
cshould be reserved for cxtensions. Given a standard chunk cize the
vaste bits increase with chunk size in larger chunks, but increase
with nuaber of chunks in smaller chunks. Looking at some numbers
indicated that & bits ic a desirable chunk size.
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FReed: Broadeasting can be supported by using pscudo-addresses ar
generic addresses that cause copies to be made at the appropriate
routing points.

Hou do we get from the current TCP to a Source Routing TCP? fake use
of the version nuisber in the header. Show hou the current adodressing
fieds wap into a source routing scheme.

Is checksumming of changing address a problea? There may be uous of
cealing with this. Crocker suggests an incremcntal modification of

choecksum that goes in parallel with the address modification.

Editor: There may be more to this, but your editor had to cotch a
Pplane.

&. Internct Plans - Cerf
FY¥73 THTERIET FLA

TCP UDovelopuont

- LCLA; TCP on 360-91

- NITILCS): TCP on liultics (& others?)

- L5l TCP on Tenox, and TOPS 28, and TCP an UMYX
- SRI: TCP an LSI=11

Type of Scrvice (T03)

- I5I: Tupe of Service issues Study (Cohon)
=

P Tupact of 103 on PR net (Craighill)
Motuwork Developrnont
- ESN: ARPALET ehannges for broadcast conforoncing including
multi-destination addressing and imp level changos (icCui i 1ian)
- LCS: LCS not
- PARC:  [PARC on PR nctl (Shoch)
Paclket Radio
= Collinz: uulti destination addressing in radio
- Elil: Bulti destination addressing in station
- 1ilT: minimal spanning trees (Gallager)

Gatecuays

- BEM:  Packet Nadio - PR/AARPA & Satellite - PS/A0PA
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- PARC: FR/Ctheornct (7)
- UCL: EPZS/ARPANET or and =.25 interface EPS5/P5

Gatcuay Desian

- I51: Translation Gateway for OCA (NCP/TCP) & Fast Deploymont
and Interconncction and Self Authentication for ARPA

- Boi FCC & PR & PS

- (117 Fouting UilT focus on Reliahilityl

- UCLA: Flow Control & Congestion Control (UCLA focus on
Perfornancel

Warking Groups
IHNTERIE
TCP
PACIKKET SATELLITE
PACKET RaDIO
Internet Systoms

e

- LCH:  Gateuay Control Center
= UCLA: Intcrnet leacurement Center (Hes Clu)

Dicecussion:

Should Gatcuay be visible to a control center? Some vicible and
sone not?

Clark: Will there be a TCP in TIPs?

Cerf: We wmay never have a TIP TCP.

Fced: Higher level protocols standards for use nith TCP?

Cerf: This is open, there is no specific plans.

Regular use needod to get bugs out.

Synchronizod Protocols: voice, display, conforoncing.

Cerf: Fhase out of ARPANET by replacing the crosscountry sections
by Autodin 11, lecaving {(for a uhile) regional ARPALETs in the
Boston, Hachington, Los Angeles, and San Francisco arcas, Those

regions connccted to Autodin 11 (and thus each other) via
gateways.
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Recd: The unifying force will bhe mail.

Hells: Hhere is the dirceting force to get hich level protocols
c.g. Telnet & FTP stondarized for use for TCP?

Sunzhine: | voluntcer to soy something about highor level
|protocols.

Reed: ls it tiue to change higher level protocols?
Cerf: Telnet is ok,
Recd: Hou do ue fix bugs?
Tomlinson: Use some procodure as beforc.
Corf: Postel coordinates protocols.
5. LC5 Met - Clark

LCS is building a local netuork., A host (cowmputcr or terminall) is
conncctod to the notuork by 2 Local Motuwork Interface (Lill). The LI
is bascd on the interface developed by Dave Farber at UC Irvine. Three
LHI units are to he delivered to LCS in August, and 10 wmore by
Decerber, The units are inexpenisive {currently $2033. with daal.
Expect that by the end of the year there could be five or zix FUP-10s,
several printers, and several terminal concentrators on the LCS
netuork. Goal: cost of local interfaoce should be cheap enough to use |
per terminal. LI con be wodificd to be Ethernet interface. Local Hot
- POP-ID intocrfoce to be built in house,

The protocol (OP3) uas initially designed tousrd the local
environment. A high data rate is a key element in this net,
Distributed active nawing mechanicm, Thoughts about using {iber optics
for trancnission. Thoughts about supporting bit mop dicplaus over the
net. Planning on using Encryption for privacy (not red/black
cecurity).

Two implenentations of OP3 are underway:

Motorola GSGSO (L30T butecs so farl
POP=-11 UNIX [lathis reports that his LSI-11 TCR is 1700 uords]

Bridge is an intcrface betucen network subcomponcnts (docs no addross

translation, moy filter), lultics may not be on local not but
reachable via ALPAMIET/LN gateuay.
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Some naues used for vorious interconnecting devices: Nepcater,
Coupler, DBridge, Gatcuay.

LCS vs CHAOS

Chaos is an Ethernet to conncct 10's and 1175 and crcatz 11°s
planncd by the NIT-AD people (Tom Knight). MHaximum pachket size io
smaller than a TCP heoder. All packets are 258G Bits, and carry 16

bits of address. LCS/CHAGS net interface is under considoration.
6. PARC = Shoch
Status Report en Xerox Netuorking
Local computcr netuorking: Ethernet
An Ethernot is limited to @bout 1 km and 256 stations. It is a chorcd
broadcast facility. Ethernots can be plugged together But fhere ore
physical size and addressing problems. At PARC a second Ethcrnet is

connccted via a gotouay.

Ethernct cupports many Perconal Computers, pocudo FOP-i0-=. a Tono
stotion, a Uick station, and a Printer station.

FARC has 5 differtent tupes of netuorks with peices in Malo Alio, Los
Angeles and various places on the East Coast. Approximatolg 14
different netuorks, approxamately 309 hosts conncctee.

Invalved with ARPA to nork uith Packet Radio. Interested in mohilp
terminals, Thore should be vork an ledia Gateways, Translation
Gateuways. Alwo on Internctuork Telnet & FTP.

7. LLL - Hatson

Livermore is a place about 1 mile by 1 mile and has for local users a
coiputcer center. This center has as uworker copputers (G) 78035, (D)
STARs. and (1) CRAY. The ceonter has as concentrators (34) poplls o
pdpos. lhere are about 1003 terminals connected te the collection of
conconiraiors. Nozt of the concentrators are connceted to wost of &)
Lorkors via high specd point to point lines. [t is a mess,

W

Livermore alco opcrates the Hagnetic Fusion Computer Conter. This
conter has as vorker computers (2] 7EBAs, (1) CRAY, and (1) CAGD.  The
worker corputcrs are connocteod to the ARPARET wvia a pdpll/70. The
workers are connccted to anothor netuork made up of papll nodes and 59
KB lincs using GECLET protecols. The other two leocations an this
netuork are Princeton and (somcplace) where there are pdplis.
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Dsigning a replacenent for the point to point lincs in e Livermore
Center. Probably will leave the existing lines in place but put nou
uses on the ned sysici. Lince the system is called Octopus o have
Uctolx) where » = net, bus, port, ....

Locking at very high cheed systems |ike a 50 13 bus. Put things
called Detoparts on the bus. Could have up to 122 lines into an
Octoport at G i3 cach. An Detoport talks to the bus at &0 1i3. Also
looking at using an Uctoport for a gatewdy to LASL (Los Alzios).

Protocol ideaz: clean up the situatien. Now each functien has eun
protocol, no layers. Could use TCP if it is right for this
cnvironuent. One izsue iz "fast single message".

Protocol

open, assure, arg., closel, closeZ,

Plan to close cut in dalta-t. Rekember seguence numbor dollo-t. [
send again before dalta-t then use next sequence nunber cloo =oned an

original message. One combination might do 2 way handshake, Truing for
flexibility to sce what gets used. The TCP world has not been a
source of ascurance that all problems are solved. The delta=t idoa
trades rewcabering state for messages.

8. RCC Net - Tomlinzon

Status Report on RCC Net

Towlinson drer a dizoran of the RCC netuork and associateod stuff ot
BEN. An approximate description follous:

ARPANET 1P 49 has hosts BBN3, BBNC, BBIND, and Spocch-11.
ARPALET TP 3 hoas hosts DOMNA, BBNE, T-11. anc GATEHAY.

Jlhere is a bax Isbeled "RCC NET INRS 5. 44, G2, x"muihichsis
cornncctod to GATEHAY on TP 3 and to the follouing:

(370) terminal lines

THET-11 (lehich is connccted to Telenet)
LPT-11

M-11 #

FPR-11 &2

KOC=11

via BLCR to gcame KOC-11
via BECR to L51-11
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